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Abstract

Contrastive Language-Image Pre-training
(CLIP) on large-scale image-caption datasets
learns representations that can achieve re-
markable zero-shot generalization. However,
such models require a massive amount of
pre-training data. Improving the quality
of the pre-training data has been shown
to be much more e↵ective in improving
CLIP’s performance than increasing its vol-
ume. Nevertheless, finding small subsets
of training data that provably generalize
the best has remained an open question.
In this work, we propose the first theo-
retically rigorous data selection method for
CLIP. We show that subsets that closely
preserve the cross-covariance of the im-
ages and captions of the full data prov-
ably achieve a superior generalization per-
formance. Our extensive experiments on
ConceptualCaptions3M and ConceptualCap-
tions12M demonstrate that subsets found by
ClipCov achieve over 2.7x and 1.4x the ac-
curacy of the next best baseline on ImageNet
and its shifted versions. Moreover, we show
that our subsets obtain 1.5x the average ac-
curacy across 11 downstream datasets, of the
next best baseline. The code is available
at: https://github.com/BigML-CS-UCLA/
clipcov-data-efficient-clip.

1 INTRODUCTION

Contrastive Language-Image Pretraining (CLIP) has
recently showed an impressive success, by enabling
zero-shot recognition ability, transferability to down-
stream tasks, and learning robust representations
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to distribution shift [27]. CLIP is trained on large
image-caption datasets, by maximizing the alignment
between paired image-captions representations and
minimizing the agreement between image-caption
representations of di↵erent pairs. Achieving this
success, however, requires 1000 times larger datasets
than traditional vision datasets like ImageNet [7].
For example, CLIP [27] and ALIGN [15] are trained
on 400M and 1B image-captions pairs crawled from
the internet. This raises a key question of whether
such a massive data is necessary to achieve superior
performance and robustness.

There have been recent e↵orts in answering this ques-
tion. [10] showed that smaller, more stringently fil-
tered datasets can lead to models that generalize bet-
ter than larger datasets coming from the same pool.
For example, 1.4B images-caption pairs with highest
similarity to ImageNet images, and with a high image-
caption similarity outperform the full 12.8B data for
zero-shot classification on ImageNet. While the e↵ec-
tiveness of such simple filtering strategies confirms the
importance of the data quality for training CLIP, such
strategies cannot further improve the data e�ciency
of language-image pretraining. In fact, it is not clear
how one can select small subsets of the training data
that provably generalize best, when trained on.

Finding small image-caption subsets with supe-
rior generalizability is indeed very challenging and
demands fundamental understanding of the repre-
sentation learning mechanism of CLIP. Indeed, the
complex multimodal nature of CLIP makes existing
data selection techniques inapplicable. Supervised
data selection techniques that select examples based
on per-example gradient [33, 26], loss [25], or entropy
of the predictions [6] are not applicable to CLIP.
This is because the contrastive CLIP loss and its
gradient depend on the entire dataset and excluding
any example a↵ects the gradient of all the examples.
The recent data selection technique of [16] for uni-
modal contrastive learning, which finds images with
central representations, also does not generalize to
the multimodal scenario. Data selection for CLIP is
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inherently more complicated, due to the interaction
between the image and text modalities.

In this work, we address the above challenge for the
first time. We rely on recent theoretical results of [24]
that showed that the CLIP representations are deter-
mined by the cross-covariance matrix of the image-
caption data. We show that the subsets that closely
capture the cross-covariance of the image-caption pairs
in the data can guarantee similar zero-shot generaliza-
tion performance for CLIP.

We confirm the e↵ectiveness and scalability of our pro-
posed technique through extensive experiments on the
Conceptual Caption (CC) 3M [29] and CC 12M [4]
datasets. We show that our subsets (of sizes 5% -
50%) outperform equal size subsets found using several
CLIP data filtering baselines, including CLIP score
[10], C-RHO [19], SemDeDup [1] and random selec-
tion. The subsets selected by ClipCov achieve over
2.7x and 1.4x the accuracy of the next best baseline on
ImageNet and its shifted versions [2, 8, 9, 13, 28, 30],
respectively. Additionally, we demonstrate that our
selected subsets obtain 1.5x the accuracy of the next
best baseline, across 11 di↵erent downstream datasets.

2 RELATED WORK

Multimodal Contrastive Learning Recently, Con-
trastive Language-Image Pre-training (CLIP) on large
datasets comprised of paired images and captions
has shown remarkable zero-shot generalization perfor-
mance and transferability to a variety of downstream
tasks. In particular, CLIP [27] and ALIGN [15] trained
on 400M/1B image-caption pairs achieve comparable
accuracy to SOTA supervised learning across several
tasks, without the need for any further training. Sev-
eral recent studies aimed to improve the data-e�ciency
and performance of CLIP via data augmentation on
image and text modalities [17, 23], and imposing geo-
metrically consistency in the image and text space [11].

Multimodal Contrastive Learning Theory A few
recent works have studied dynamics of multimodal
contrastive learning. [35] extends the results of [12],
which showed the equivalence between the matrix
factorization objective and the spectral contrastive
loss, to the spectral multimodal contrastive loss. [24]
showed that for linear models, each step of loss mini-
mization by gradient descent can be seen as performing
SVD on a contrastive cross-covariance matrix. We uti-
lize the theory of [24] to characterize the subsets that
contribute the most to MMCL and guarantee superior
generalization performance for CLIP.

Data Filtering for Multi-Modal Contrastive
Learning Large image-caption datasets crawled from

the internet often contain image-caption pairs that
are uninformative, or contain unreliable or wrong cap-
tions. Hence, such datasets are often filtered before
being used for training. Several data filtering meth-
ods have been proposed recently. Such methods of-
ten use a pre-trained CLIP model to filter examples
based on their similarity of image-caption representa-
tions [10, 19]. Some other methods [19, 34] address
dataset-specific problems, e.g. the presence of text in
large number of images, and do not yield useful sub-
sets on other datasets. While data filtering methods
are essential to filter potentially wrong or irrelevant
examples, they cannot find generalizable subsets from
filtered datasets. Another recently proposed method
aims to reduce the redundancy in the dataset by elimi-
nating examples with similar image representations [1].
However, this method too drastically fails to find the
most generalizable subsets from large image-caption
datasets, as we will confirm experimentally.

Data Selection for Supervised and Self-
supervised Learning Data e�ciency in supervised
learning has been the subject of extensive research, as
evidenced by a long line of work [6, 20, 26, 33]. How-
ever, applying these techniques directly to MMCL is
not possible due to the absence of labels. Additionally,
loss-based methods may not be suitable for MMCL be-
cause the loss of examples in MMCL depends on all
examples in a batch. While data-e�ciency for uni-
modal contrastive learning has been studied before in
[16], it cannot be transferred to multimodal learning
due to the fundamental di↵erences in data i.e. no aug-
mentations and paired data from di↵erent modalities.

3 PROBLEM FORMULATION

Data Distribution Let D = {(xi
V , x

i
L)}i2V be a set

of n = |V | image-caption pairs i.e. the full training
data available to us, drawn from K latent classes i.e.
V = [k2[K]Vk, where xi

V denotes the image and xi
L

denotes the caption of the i-th example. Moreover, let
XV be the set of images and XL be the set of captions
in D. To model the notion that paired image-captions
describe the same underlying object, let image-caption
pair (xi

V , x
i
L) 2 D be generated as follows:

xi
V = TV(u

i + ✏V) xi
L = TL(u

i + ✏L), (1)

where ui
2 Rd is the shared underlying feature vector

for example i; TV : Rd
! RdV and TL : Rd

! RdL

are the mappings from underlying feature space to the
vision and language data spaces; and ✏V , ✏L are the
noise in underlying features for vision and language,
respectively. We refer to ui

V = ui + ✏iV and ui
L =

ui + ✏iL as the noisy underlying feature for the image
and caption of example i. The underlying feature ui,
for each image-caption pair is sampled independently
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of other pairs and of the noise ✏V , ✏L. Additionally, we
assume 8i, kuVk

i , kuLk
i and kTVk , kTLk is  1.

The shared underlying feature helps us capture the
notion that paired image-captions represent the same
underlying object (feature) e.g. ‘a dog’. The noise
in the data distribution allows us to model both the
occurrence of mismatched pairs e.g. an image of ‘a
dog’ matched with caption ‘a cat’ as well as noise in
data space for both images and texts e.g. an image of
‘a dog with a cat in the background’ paired the
caption ‘a dog’ or the caption ‘a dog with a cat’
paired with an image of ‘a dog’.

Contrastive Language-Image Pre-training
(CLIP) CLIP is composed of a vision encoder
fV : RdV ! Rr and a language encoder fL : RdL ! Rr

that map input data in vision and language data
space into a shared r-dimensional representation
space, respectively. The vision and language encoders
are trained by maximizing the representation similar-
ity of paired image-captions and minimizing that of
unpaired image-captions in every mini-batch, using
the following multimodal contrastive loss:

LCLIP(fV , fL)=

� E
xV ,xL⇠D

log
exp(fV(xV)

>fL(xL))

Ex�
L⇠XL

exp(fV(xV)
>fL(x

�
L ))

� E
xV ,xL⇠D

log
exp(fV(xV)

>fL(xL)

Ex�
V⇠XV

exp(fV(x
�
V )

>
fL(xL))

. (2)

For simplicity of theoretical analysis, we consider lin-
ear encoders where fV(xV) = FV · xV and fL(xL) =
FL · xL where FV 2 Rr⇥dV and FL 2 Rr⇥dL , used
widely across machine learning literature [24, 14, 31].
Additionally, we use the linear multimodal contrastive
loss used in [24]:

L(FV , FL) = �
1

2n(n� 1)

X

i2V

X

j2V
j 6=i

(Aij �Aii) (3)

�
1

2n(n� 1)

X

i2V

X

j2V
j 6=i

(Aji�Aii) +
⇢

2
kF>

V FLk
2
F ,

where Aij := (FVxi
V)

>
(FLx

j
L). [24] shows that both

the CLIP loss and the linear multimodal contrastive
loss can be derived from a generalized form of the mul-
timodal contrastive loss i.e. aliging representations of
paired image-captions and separating representations
of unpaired image-captions.

Note that we only use linear encoders and the linear
multi-modal contrastive loss function in our theoretical
analysis; the experiments in Section 5 are conducted
with non-linear encoders and the CLIP loss in Eq. (2).

Zero-Shot Classification After training, the model
is evaluated via zero-shot classification on di↵erent
downstream image classification tasks. A downstream
task DY is defined as a classification task on unseen
data from a set of Y classes. For zero-shot classifi-
cation on downstream task DY , we use the language
encoder fL to encode the label of each class y 2 Y;
using a set of pre-engineered templates, e.g. ‘A photo
of a {label}’ to create several captions representing
‘{label}’ [27]. Then, the classification of an ex-
ample xV is zsfV ,fL(xV) = argmaxk2DY

fVxV ·zk
kfVxVkkzkk ,

where zk = ExLs.t.y(xL)=k[fL(xL)] is the average
representation of templates obtained using fL for
class label k. That is an example xV is classified by
the closest (average) template representation. The
zero-shot error of fV , fL is defined as the fraction of
misclassified examples using the trained vision and
language encoders fV , fL:

Ezs(fV , fL) := PxV⇠DY [y(xV) 6= zsfV ,fL(xV)] . (4)

Finding Generalizable Multimodal Subsets Our
goal is to find a subset of training image-caption data
S ✓ V of size at most ns � |S|, such that encoders
trained on the subset achieve similar generalization,
across downstream tasks using zero-shot evaluation,
to encoders trained on the full training data V . To
do so, we formulate the problem as finding a subset
S such that the encoders learnt on the subset closely
approximate the encoders learnt on the full training
data V :

S⇤ = argmin
S✓V,|S|ns

��FS
V � FV

��+
��FS

L � FL
�� (5)

where FS
V , FS

L are the vision and language encoders
learnt on the subset S and FV , FL are the encoders
learnt on the the full training data V .

4 FINDING THE MOST
GENERALIZABLE SUBSETS

In this section, we first theoretically characterize how
well the encoders learnt on an arbitrary subset S ap-
proximate the encoders learnt on the full (training)
data V . Then, we present ClipCov, our algorithm
for e�ciently finding S⇤, the most generalizable sub-
set, from a massive corpus of image-caption pairs.

To do so, we rely on the recent theoretical results show-
ing that the training dynamics on the full data V are
determined by the cross-covariance matrix of all the
image-caption pairs in the dataset [24]. The centered
cross-covariance matrix of the full data CV

D is defined
as follows:

CV
D :=

1

|V |

X

i2V

(xi
V � µxV )(x

i
L � µxL)

>
, (6)
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where µxV = ExV2XV xV is the center of vision data
and µxL = ExL2XL xL is the center of language
data. 1 The cross-covariance matrix for image-caption
data captures the covariance between paired image-
captions.

The linear loss function in Eq. (3) can be rewritten as
the SVD objective function:

L(FV , FL) = �Tr(FVC
V
DF>

L ) +
⇢

2
kF>

V FLk
2
F . (7)

Likewise, dynamics of training on the subset is deter-
mined by the cross-covariance of the subset:

L(FS
V , FS

L ) = �Tr(FS
V CS

DF
S
L

>
) +

⇢

2
kFS

V
>
FS
L k

2
F , (8)

where CS
D is the data cross-covariance matrix of the

subset S.

Hence, we see that if CS
D, the cross-covariance of

the subset S, closely approximates CV
D , the cross-

covariance of the full data, by minimizing the con-
trastive multimodal loss, the encoders learnt on the
subset S will be similar to the encoders learnt on the
full data V .

4.1 Preserving the Cross-Covariance of Data

To preserve the cross-covariance of the full data, we
can preserve the cross-covariance of noisy image and
caption underlying features. Let

CV
U =

1

|V |

X

i2V

(ui
V � E

i2V
ui
V)(u

i
L � E

i2V
ui
L)

>
,

CS
U =

1

|S|

X

i2S

(ui
V � E

i2S
ui
V)(u

i
L � E

i2S
ui
L)

>
,

be the cross-covariance of noisy underlying features for
the full data V and subset S, respectively. Then we
have that,

��CV
D � CS

D
�� =

���TVCV
U T>

L � TVCS
UT

>
L

��� (9)

 kTVk kTLk
���CV

U � CS
U

��� (10)



���CV
U � CS

U

��� , (11)

where the last inequality holds since kTVk = kTLk  1.

We see that if the subset S preserves the cross-
covariance of noisy underlying feature of V , then it also
preserves the data cross-covariance of the full data.

To preserve the cross-covariance matrix of underlying
features in Eq. (6), we need to (1) preserve the centers

1Since |V | is large, we replace |V |� 1 with |V | for sim-
plicity.

of images µxV and captions µxL in every latent class;
and (2) preserve the cross-covariance of examples in
every latent class by selecting image-caption pairs that
are centrally located in di↵erent subpopulations of the
latent class and represent its di↵erent subgroups.

Next, we show how we can find a subset with the above
two properties to closely preserve the cross-covariance
of the full data.

Preserving Centers of Latent Classes

Let µSk
V = Ei2Sk u

i
V and µSk

L = Ei2Sk u
i
L be the

centers of the noisy underlying features for images
and captions in subset Sk selected from latent class
k, respectively. Likewise, let µVk

V = Ei2Vk u
i
V and

µVk
L = Ei2Vk u

i
L be the centers of the noisy underly-

ing features for images and captions of latent class k
in full data, respectively.

We now bound the error in preserving the centers of
images and captions:

���µSk
V � µVk

V

���+
���µSk

L � µVk
L

���

=

������
1

|Sk|

X

i2Sk

ui
V �

1

|Vk|

X

j2Vk

uj
V

������

+

������
1

|Sk|

X

i2Sk

ui
L �

1

|Vk|

X

j2Vk

uj
L

������



������
1

|Sk|

X

i2Sk

ui
V �

1

|Vk|

X

j2Vk

uj
L

������

+

������
1

|Sk|

X

i2Sk

ui
L �

1

|Vk|

X

j2Vk

uj
V

������

+ 2
���µVk

V � µVk
L

���
| {z }

alignment of full data centers

. (12)

The alignment of centers of latent class Vk in full data
refers to the similarity of the image and caption centers
of the noisy underlying features and is independent of
the subset Sk. Moreover, with su�ciently small noise
in underlying feature, full data class centers are nearly
identical as the true underlying feature is shared across
images and captions within a latent class. Hence we
get:
���µSk

V � µVk
V

���+
���µSk

L � µVk
L

���

/ 1

|Sk|

1

|Vk|

�����
X

i2Sk
j2Vk

ui
V � uj

L

�����+
1

|Sk|

1

|Vk|

�����
X

i2Sk
j2Vk

ui
L � uj

V

�����

(13)

That is, we can minimize Eq. (13) to find a subset that
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preserves image and caption centers, for each latent
class k.

However, in practice, we do not have access to these
noisy underlying features. Instead, we approximate
them using the representations of a vision and lan-
guage encoder trained with the multimodal contrastive
loss on the full data. We refer to these encoders as the
proxy vision encoder fp

V and the proxy language en-
coder fp

L. Vision and language encoders trained on
the full data recover the corresponding noisy underly-
ing features, up to orthogonal transformation [24]. Us-
ing the proxy encoders, we now introduce the notion
of cross-modal similarity to help us minimize Eq. (13).

Definition 4.1 (Cross-Modal Similarity). We de-
fine the cross-modal similarity between any two image-
caption pairs i, j 2 V as the sum of the cosine simi-
larities between the representations of the image of i
with caption of j and caption of i with image of j.
Formally, 8i, j 2 V , we have:

sim(i, j) =
D
fp
V(x

i
V)

>, fp
L(x

j
L)
E
+
D
fp
V(x

j
V)

>, fp
L(x

i
L)
E
.

Since, the norm of underlying feature vectors  1
and orthogonal transformations preserve inner prod-
ucts, we can minimize Eq. (13) by maximizing the
cross-modal similarity of the corresponding examples:P

i2Sk
j2Vk

sim(i, j).

Thus, we can preserve centers for the full data by max-
imizing the following objective:

X

k2[K]

1

|Vk|

X

i2Sk
j2Vk

sim(i, j), (14)

where we normalize the objective for latent class k by
the size of the latent class |Vk| to prevent larger classes
from dominating the objective.

In practice, the data within latent classes is often im-
balanced. To prevent large subgroups within latent
classes from dominating the objective, we penalize the
similarity between selected examples to encourage di-
versity in the subset. Thus, we preserve the centers
and alignment of centers, while ensuring diversity of
the selected examples, using the following objective:

Fclass(S) :=
X

k2K

1

|Vk|

⇣ X

i2Sk
j2Vk

sim(i, j)�
1

2

X

i2Sk
j2Sk

sim(i, j)
⌘
.

Preserving Cross-covariance with CLIP Score

Next, we aim to select a subset of examples that cap-
ture the cross-covariance between image-caption pairs
within every latent class. To do so, we need to find

Subgroups	in	
Latent	Class	k

Latent	Class	k

Selected

Not	Selected

Figure 1: Visualization of examples selected by
Fclass(S) + Fself(S) in cross-modal similarity space.
ClipCov selects central examples that are represen-
tative of di↵erent subgroups in every latent class.

examples that are centrally located in di↵erent sub-
populations within every latent class and represent its
di↵erent subgroups. By minimizing the CLIP loss on
such subsets and aligning their image-caption pairs,
we also align other image-caption pairs in the corre-
sponding subgroups within the latent class.

To e↵ectively find subsets that capture the covariance
within every latent class, we use a pre-trained CLIP
model to find examples that represent di↵erent sub-
groups of the data. Having a pre-trained model with
the CLIP loss, the above examples can be e�ciently
identified as pairs with largest cross-modal similarity
between their own image and captions, using the fol-
lowing CLIP score objective:

Fself(S) =
X

i2S

sim(i, i).

Examples found using the above CLIP score objective
are similar to many other pairs in their latent class,
and are most centrally located in di↵erent subgroups.

CLIP score is e↵ective to find larger subsets.
E↵ectively, training with the CLIP loss aligns di↵erent
image-caption pairs. In doing so, subgroups of image-
caption pairs that have large cross-modal similarity to
each other get close in the representation space. This is
because groups of similar examples together introduce
a large gradient during the training to pull their images
and captions together. Hence, the most central exam-
ple in each subgroup will have the largest cross modal
similarity between its image and caption. Therefore,
CLIP score can e�ciently find examples that are cen-
trally located in di↵erent subgroups of the training
data. If the pre-training data is large and diverse, ex-
amples found by CLIP score obtain a superior perfor-
mance on various downstream tasks, as they contain
the most central examples in various subgroups of the
data. Nevertheless, when the subset size is small, such
examples cannot capture the center of latent classes
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Algorithm 1 ClipCov

1: Input: Dataset V , Subset size ns, proxy encoders:
fp
V and fp

L to calculate FClipCov(S)
2: Output: Subset S
3: {V1, ..., VK} approximate latent classes
4: S  {}

5: F (S) := FClipCov(S) . Eq. (16)
6: S  ; . Greedy
7: while |S|  ns do
8: e argmaxe2V \S F (e|S)
9: S  S [ {e}

10: end while
11: S1  ;, S2  S . Double Greedy
12: for e 2 S do
13: a F (e|S1)
14: b F (S2 \ {e})� F (S2)
15: if a � b then
16: S1  S1 [ {e}
17: else
18: S2  S2 \ {e}
19: end if
20: end for
21: return S1 or equivalently S2

accurately and Fclass(S) is crucial to achieve superior
generalization performance.

Hence, we can preserve the cross-covariance of the data
by maximizing the following objective Fcov(S):

Fcov(S) := Fclass(S) + Fself(S).

To illustrate what kinds of examples are selected by
this objective, we provide a visualization in Fig. 1
which shows the selected examples are similar to all
the examples in the latent class, even from smaller
subgroups. From Fig. 1, we can see how such a sub-
set is representative of the latent class and thus can
capture the cross-covariance within the latent class.

4.2 Deriving the Final Objective for Finding
the Most Generalizable Subset

We now discuss three practical considerations that
often arise when learning from large vision-language
datasets, and account for them in the final objective
to find the most generalizable subsets.

Label Centrality for Zero-shot Classification
While preserving the cross-covariance within latent
classes allows us to ensure that images in a given latent
class can correctly be paired with their corresponding
captions, zero-shot classification measures similarity of
images representations to the text representations of
the labels of the latent classes. This is highly sen-
sitive to the name of the label being similar to the

captions of the corresponding latent class. To explic-
itly ensure that the selected captions are similar to the
labels used, we introduce Flabel(S):

Flabel(S) =
X

k2[K]

X

i2Sk

↵fp
L(x

i
L)

>
fp
L(yk)

�

X

i2Sk

↵
fp
L(x

i
L)

>
fp
L(yk)

|Vk|
,

where ↵ is the ratio of average cross-modal similarity
to the average similarity in text 2 Here, the second
term prevents domination of classes with very good
similarity to the label. This improves the zero-shot
performance on various downstream datasets.

Dealing with Imbalanced Data In practice, when
the sizes of latent classes are extremely imbalanced i.e.
some latent classes in the training data are much larger
than others, this leads to Fclass(S) for large latent
classes dominating the objective. Hence, we further
regularize Fclass(S) to avoid only selecting examples
from large latent classes by deducting the following
regularization term from the objective.

F reg
class(S) =

X

k2K

1

|Vk|

X

i2Sk
j2Vk

sim(i, j)

|Vk|
,

which is approximately the average sum of intra-class
cross-modal similarity of the selected subset S.

Penalizing Inter-class Similarity Empirically, we
find that ensuring that the examples selected for dif-
ferent latent classes are dissimilar yields more distin-
guishable representations for latent classes, improving
performance across various downstream tasks. Thus,
we minimize the average similarity of examples to
other latent classes. The following objective, Finter(S),
formalizes this:

Finter(S) := �

X

k1,k22[K]
k1 6=k2

X

i2Sk

X

j2Vk2

sim(i, j)

|Vk2 |
,

where
P

i2Sk

P
j2Vk2

sim(i,j)
|Vk2 |

is the average cross-

modal similarity of image-caption pair i to image-
caption pairs in Vk2 . In practice, we can compute this
average cross-modal similarity e�ciently, by first aver-
aging the image-caption representations of latent class
k2 and then computing the cross-modal similarity be-
tween examples i 2 Vk1 and the average image-caption
representations of Vk2 .

2Empirically, we find ↵ ⇡ 1
2 .
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Final Objective Hence, the final objective for finding
the most generalizable subset S⇤ is:

S⇤
2 argmax

S✓V,|S|ns

FClipCov(S), where (15)

FClipCov(S) := (16)

Fcov(S) + Flabel(S)� F reg
class(S) + Finter(S).

4.3 ClipCov: E�ciently Finding the Most
Generalizable Subset

Here, we discuss how the proxy representations and
latent classes required to solve Problem (16) are ob-
tained. We then present ClipCov and show how it
can e�ciently find this subset from massive datasets.

Obtaining Proxy Representations We can use
any pretrained CLIP as the proxy encoders to deter-
mine the proxy representations cross-covariance ma-
trix. The e↵ectiveness of ClipCov is dependent on
how closely the proxy representations recover the un-
derlying features of the full data. Hence, we use the
open-source pretrained CLIP encoders provided by
[27], which are trained on massive amounts of data
and obtain impressive zero-shot generalization, thus
are likely e↵ectively recover the underlying features of
the full data V .

Approximating Latent Classes In practice, we do
not have access to latent classes required to solve Prob-
lem (16). Instead, we approximately recover latent
classes via zero-shot classification using proxy CLIP
encoders. For zero-shot classification, we use 1000 la-
bels of ImageNet-1k. This allows finding fine-grained
latent classes.

Scaling to Massive Datasets Since Finter(S) can
be computed using the average representations of la-
tent classes, in practice, ClipCov only needs to com-
pute pairwise cross-modal similarities within latent
classes. Here, the fine-grained latent classes used also
ensure that computing pairwise cross-modal similari-
ties within latent classes is inexpensive.

Maximizing Objective (16) is NP-hard as it requires
evaluating an exponential number of subsets. To
e�ciently find a near-optimal subset, we note that
Fcov(S) is non-monotone submodular, and Finter(S),
Flabel(S), F reg

class(S) are modular. Hence, Objective
(16) is non-monotone submodular. Thus, we can
find a near-optimal subset using algorithms for non-
monotone submodular function maximization under
a cardinality constraint. To do so, we first use the
greedy algorithm to find a subset, and then filter the
subset by applying unconstrained submodular max-
imization [22]. The greedy algorithm starts with
the empty set S0 = ;, and at each iteration t, it

chooses an element e 2 V that maximizes the marginal
utility F (e|St) = F (St [ {e}) � F (St). Formally,
St = St�1 [ {argmaxe2V F (e|St�1)}. For uncon-
strained maximization, we use the double-greedy al-
gorithm [3], which initializes S1 = ; and S2 = ST ,
where ST is the subset found in the final iteration of
the greedy algorithm, and calculates ae = F (e|S1) and
be = F (S2 \ {e}) for all e 2 V , and then adds exam-
ples for which ae � be to S1 and removes examples for
which ae < be from S2 and eventually returns S1 = S2.
The complexity of the greedy algorithm is O(nk) to
find k out of n examples, and can be further speed up
using lazy evaluation [21]. The double-greedy applied
to the subset has a complexity of O(k). Hence, the
subset can be found e�ciently. Algorithm 1 illustrates
our pseudocode.

5 EXPERIMENTS

In this section, we compare the zero-shot performance
of training on subsets of sizes 5%-50% found by Clip-
Cov and those found by baselines, including C-RHO,
SemDeDup, CLIP score and Random selection. More-
over, we conduct an extensive ablation on the various
components of ClipCov.

Dataset & Evaluation We use Conceptual Captions
3M and 12M [29] which include 3 and 12 million image-
captions pairs, respectively, and have been widely em-
ployed for benchmark evaluations in various studies
focusing on contrastive language-image pre-training
[32, 11, 18]. We evaluate all the methods on down-
stream tasks proposed by [5] and used in prior work for
evaluating CLIP [32, 11, 18]. The exact list of datasets
and corresponding accuracies appears in Appendix A.

Training Setup For pre-training, we use an
open-source implementation of CLIP, with default
ResNet-50 as the image encoder and a Transformer
as the text encoder. Each experiment is run with a
batch size of 512 for 30 epochs, consistent with [32].

Baselines The data-filtering baselines we consider
are: (1) CLIP Score [10], (2) C-RHO [19], (3) SemD-
eDup [1], and (4) random subsets. CLIP score discard
image-caption pairs with the smallest similarity
between their image and caption representations,
obtained using a pretrained CLIP. C-RHO is an
extension to RHO [20] for CLIP. It computes the
similarity of paired image-caption representations
using a pre-trained CLIP and compares it to the
similarity obtained using a model partially trained
(for 5 epochs) on the full data. Then, image-captions
pairs with the smallest di↵erence between these
similarities are discarded. SemDeDup clusters the
image representations of examples and then discards
examples from each cluster that are most similar to
each other. Due to computational constraints, we
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(a) ImageNet
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(b) ImageNet Dist. Shift
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(c) Avg. over 11 Datasets

Figure 2: Performance across subset of di↵erent sizes selected from ConceptualCaptions3M. Gray region indicates
accuracy within 90% of that of full data.

Table 1: Performance of 5% and 10% subsets selected from ConceptualCaptions12M

Subset Size Method ImageNet ImageNet Dist. Shift Avg. over 11 Datasets

5%
CLIP Score 5.10% 4.42% 9.49%
ClipCov 13.61% 7.99% 11.68%

10%
CLIP Score 11.02% 8.55% 14.69%
ClipCov 22.71% 12.76% 16.87%

Table 2: Ablation over proxy encoders

Method ImageNet ImgNet Shift Avg.

CLIP Score 5.01% 3.16% 7.35%
ClipCov 6.70% 3.48% 9.10%

only evaluate CLIPScore and ClipCov, the two best
performing methods on CC12M.

Zero-Shot Performance Fig. 2 shows that, both
specifically on ImageNet and across datasets, Clip-
Cov is able to outperform previous baselines. More-
over, our results demonstrate that all common data-
filtering baselines, except CLIP Score, fail to extract
generalizable subsets from datasets that are already fil-
tered. This is evidenced by these methods performing
worse even than random subsets. In contrast, Clip-
Cov successfully extracts subsets that can preserve
the downstream generalization performance on vari-
ous datasets and outperforms CLIP Score. Moreover,
Fig. 2 shows that ClipCov can discard 50% of the
data without losing any accuracy, outperforming all
baselines. In fact, only 30% of the data is needed for
performance within 90% of training on the full data.
Table 4 shows that ClipCov achieves over 2.7x and
1.4x the accuracy of CLIP Score (the next best base-
line) on ImageNet and its shifted versions. Moreover,
it also shows that ClipCov obtains 1.5x the accuracy
of CLIP Score, across 11 downstream tasks. Table 1
verifies that ClipCov scales to larger datasets as well,
with ClipCov’s subsets, achieving over 2.5x and 1.9x
the accuracy of CLIP Score subsets, on ImageNet and
its shifted versions, as well as nearly 1.25x the average

accuracy over 11 downstream tasks.

Ablation Study Table 3 ablates over the objective
and shows that Finter(S), Flabel(S) and F reg

class(S) are
all useful practical additions to Fcov(S). Table 2 com-
pares the performance of ClipCov and CLIP Score
where the similarities are computed using a model
trained on ConceptualCaptions3M rather than the
open-source CLIP provided in [27]. These results show
that ClipCov can outperform prior art, regardless of
choice of proxy model. The drop in performance for
both CLIP Score and ClipCov when compared to the
subsets in Table 4, shows that using cross-modal simi-
larities from encoders trained on more diverse and bal-
anced data (e.g. CLIP from [27]) is beneficial to both
CLIP Score and ClipCov.

6 CONCLUSION

We identified subsets of examples that contribute
the most to contrastive language image pre-training
(CLIP). Theoretically, we characterized the most ben-
eficial subsets with rigorous generalization guarantees
for downstream zero-shot performance, as those that
preserve the cross-covariance matrix of the full training
data. Empirically, we compare the performance of our
method to baselines and show that it achieves over 2.7x
and 1.4x the accuracy of the next best baseline, on Im-
ageNet and distribution shifted versions of ImageNet.
Moreover, we also show ClipCov achieve 1.5x the av-
erage accuracy across 11 downstream datasets. To
conclude, ClipCov enables data-e�cient CLIP pre-
training on massive web-scale datasets.
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Table 3: Ablation over objective for 10% subset selected from ConceptualCaption3M

Method ImageNet ImageNet Dist. Shift Avg. over 11 Datasets

Fcov(S) 8.74% 5.17% 10.82%
Fcov(S) + Finter(S) 9.00% 5.30% 10.96%

Fcov(S) + Finter(S)� F reg
class(S) 8.94% 5.10% 11.29%

Fcov(S) + Finter(S) + Flabel(S) 10.87% 5.73% 11.27%
ClipCov 11.33% 5.97% 12.64%

Table 4: Performance across subset of di↵erent sizes selected from ConceptualCaptions3M

Subset Size Method ImageNet ImageNet Dist. Shift Avg. over 11 Datasets

5%

Random 1.27% 1.10% 3.95%
C-RHO 0.42% 0.59% 2.47%

SemDeDup 0.85% 0.82% 3.50%
CLIP Score 1.65% 1.76% 4.16%
ClipCov 4.46% 2.55% 6.28%

10%

Random 3.95% 2.43% 7.08%
C-RHO 1.89% 1.56% 4.73%

SemDeDup 2.60% 1.87% 5.55%
CLIP Score 6.48% 4.44% 10.30%
ClipCov 11.33% 5.97% 12.64%

20%

Random 7.99% 4.54% 11.75%
C-RHO 7.39% 4.99% 11.13%

SemDeDup 6.25% 3.65% 9.62%
CLIP Score 12.79% 8.21% 15.87%
ClipCov 15.86% 9.24% 17.82%

30%

Random 10.21% 6.02% 14.03%
C-RHO 11.01% 7.07% 14.96%

SemDeDup 9.32% 5.17% 13.18%
CLIP Score 16.24% 10.01% 19.42%
ClipCov 17.91% 10.59% 20.39%

40%

Random 11.99% 6.96% 15.80%
C-RHO 13.56% 8.46% 17.02%

SemDeDup 11.34% 6.65% 14.84%
CLIP Score 17.48% 10.92% 20.56%
ClipCov 18.47% 11.03% 20.73%

50%

Random 13.54% 7.89% 16.57%
C-RHO 14.56% 8.98% 17.98%

SemDeDup 13.28% 8.98% 16.60%
CLIP Score 18.54% 11.20% 20.76%
ClipCov 19.12% 11.65% 21.26%
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Checklist

1. For all models and algorithms presented, check if
you include:

(a) A clear description of the mathematical set-
ting, assumptions, algorithm, and/or model.
Yes

(b) An analysis of the properties and complexity
(time, space, sample size) of any algorithm.
Yes

(c) (Optional) Anonymized source code, with
specification of all dependencies, including
external libraries. Yes

2. For any theoretical claim, check if you include:

(a) Statements of the full set of assumptions of
all theoretical results. Yes

(b) Complete proofs of all theoretical results.
Yes

(c) Clear explanations of any assumptions. Yes

3. For all figures and tables that present empirical
results, check if you include:

(a) The code, data, and instructions needed to
reproduce the main experimental results (ei-
ther in the supplemental material or as a
URL). Yes

(b) All the training details (e.g., data splits, hy-
perparameters, how they were chosen). Yes

(c) A clear definition of the specific measure or
statistics and error bars (e.g., with respect to
the random seed after running experiments
multiple times). N/A

(d) A description of the computing infrastructure
used. (e.g., type of GPUs, internal cluster, or
cloud provider). Yes

4. If you are using existing assets (e.g., code, data,
models) or curating/releasing new assets, check if
you include:

(a) Citations of the creator If your work uses ex-
isting assets. N/A

(b) The license information of the assets, if ap-
plicable. N/A

(c) New assets either in the supplemental mate-
rial or as a URL, if applicable. N/A

(d) Information about consent from data
providers/curators. N/A

(e) Discussion of sensible content if applicable,
e.g., personally identifiable information or of-
fensive content. N/A

5. If you used crowdsourcing or conducted research
with human subjects, check if you include:

(a) The full text of instructions given to partici-
pants and screenshots. N/A

(b) Descriptions of potential participant risks,
with links to Institutional Review Board
(IRB) approvals if applicable. N/A

(c) The estimated hourly wage paid to partici-
pants and the total amount spent on partic-
ipant compensation. N/A
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